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HIGHLIGHTS

® The melting/solidification in a metal foam L-shape heatsink is addressed.

o The heatsink is subject to a transient heat pulse.

® The enthalpy-porosity approach is utilized to model the phase change heat transfer.

® The finite element method with grid adaptation is used to solve the governing equations.
® The using the PCM-metal foam heatsink improves the transient heat transfer.

ARTICLE INFO ABSTRACT

Keywords: The enormous transient heating loads can be occurred in various electronic components, and hence, the thermal
Heatsink management of such loads is a curial task. The current research aims to address the flow and heat transfer of
Thermal management Phase Change Materials (PCMs) embedded in metal-foams heatsink under pulse heating conditions. The heatsink
Metal foam

is made of an L-shape enclosure with a mounted hot element at the vertical side. The element produces a pulse
heat flux while the heatsink is cooled at its top wall by an external flow. As a result, the heatsink changes the
direction of heat transfer by absorbing the heat from a vertical surface and dissipating through a horizontal
surface. The governing equations for the phase change flow and heat transfer of PCM in a metal foam are present
and transformed into a non-dimensional form to generalize the study. The finite element method with an au-
tomatic time-step and grid adaptation is adopted as the solution method. Due to the presence of unsteady heat
flux, the PCM in the heatsink experiences both of the solidification and melting phase change phenome. The
outcomes show that the PCM-heatsink enhances the cooling rate of the element on the activation of the heat
pulse. The heatsink provides a uniform and constant efficiency during the pulse. The higher the pulse power, the
higher the heatsink efficiency. The growth of the element heat flux to fourfold and sixfold of the steady heat flux
results in a heatsink efficiency of # = 1.75 and n = 2.4, respectively.

Phase change materials (PCMs)

1. Introduction The application of phase change materials can be divided into two

categories of thermal energy storage and thermal management [1].

The phase change heat transfer has been investigated in various
literature studies. Phase Change Materials (PCMs) are capable of
storing/releasing a notable amount of thermal energy on phase change.
The solid/liquid phase change has been extensively applied in various
domestic and industrial applications such as buildings [1], solar energy
[2], cold storage [3], microelectronics [4], and power generation [5].

Although PCMs are capable of storing a tremendous amount of thermal
energy in the form of latent heat, the poor thermal conductivity of these
materials is an essential barrier to the practical application of PCMs.
One of the applications of PCMs, which requires a high response time
for thermal energy storage/release is a phase change heatsinks. A phase
change heatsink can absorb thermal shocks of a thermal system by
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Nomenclature
Latin symbols

Ammush a big numeric value of order 10°

Bi Biot number, h..H/k,;

Gy the specific heat capacity (J/(kg.K))

Da Darcy number, x/H?

e a small numeric value of order 103

g the gravity constant (m/s)

H cavity size — geometrical scale characteristics

h the coefficient of external convective heat transfer (W/

(m*K")

hgf the fusion latent heat (J/kg)

k coefficient of thermal conductivity (W/(m.K)

MVF the scaled molten volume

n the surface normal vector (m)

P the pressure (N/m?)

P the dimensionless pressure

Pr Prandtl number, v/ap,;

Q“ the dimensionless wall heat flux

q, ' the wall heat flux (W/m?)

Ra Rayleigh number, (gB,ATH®)/ W1Qm,)

s the source term of the enthalpy-porosity in the momentum
equation

S the dimensionless source term

Ste Stefan number, ((pCp)m,1 AT)/(pihssm)

t the dimensional time (s)

T the temperature field (K)

u v the velocity in the x and y directions (m/s)

U v the dimensionless velocity in the X and Y -directions

X,y the X and y -coordinates (m)

XY the dimensionless X and Y —directions

Greek symbols

a the coefficient of the thermal diffusivity (m?/s)

B the coefficient of volumetric thermal expansion (1/K)

St the heat pulse duration (s)

§T the temperature bond of the phase change (K)

AT the temperature scale (K), q“oH/kp,

o6t non-dimensional heat pulse duration

e porosity of the metal foam

n heatsink efficiency

0 non-dimensional temperature

K permeability of the metal foam (m?)

A the intensity of the heating pulse power

u the dynamic viscosity (kg/(m.s))

v the kinematic viscosity (m?/s)

& the power of heat load, the basis function of the finite
element method

p density (kg/m>)

T the non-dimensional time

] the melt volume fraction

Subscripts

0 start of heat pulse

1 end of heat pulse

oo the external cooling flow

ave average

b bottom wall

f fusion

l liquid/molten PCM

m effective of the PCM and porous matrix

s solid PCM

storing/releasing exceed cooling/heat loads. However, damping of
transient thermal loads demands a heatsink with a sufficiently high
thermal response. Therefore, improving the thermal conductivity of
PCMs materials and advancing the thermal design of phase change
systems attracted the attention of many recent researchers [4,6,7].
Using nano additives and high-thermal conductive porous materials are
two novel approaches to enhance the thermal conductivity of PCMs.

Regarding the phase change heat transfer of PCMs in clear flows (no
porous medium), Bondareva and Sheremet [8] investigated the melting
of a PCM in an enclosure. They showed that the natural convection heat
transfer in liquid parts of the cavity plays an important role in the
melting heat transfer. In another study, Bondareva and Sheremet [9]
theoretically studied the natural convection melting of paraffin inside a
rectangular enclosure heated by a conjugate element. Some researchers
tried to use nanoparticle additives to enhance the thermal conductivity
of PCMs and accelerate the phase change heat transfer. Kumar et al.
[10,11] experimentally examined the melting of lead in a cavity while
one side of the cavity [10], or both sides [11] were subject to a constant
heat flux. Bertrand et al. [12] performed a benchmark study on the
simulation of laminar melting and natural convection heat transfer in a
cavity with a constant hot wall temperature. The outcomes reveal that
the trends of most of the numerical approaches are in general agree-
ment; however, there they are not coincident.

Bondareva et al. [13,14] explored the phase change melting heat
transfer of n-Octadecane in an enclosure. The results show that the
presence of nano additives improves the melting heat transfer in a
conduction dominant melting regime. The influences of using hybrid
nanoparticles [15,16], simple nanoparticles [17-19], hybrid nano-
particles and fins [20-22], and magnetic effects [23-26] on the phase
change behavior of PCMs are investigated. The results show that the

addition of nanoparticles can improve or deteriorate the phase change
rate, depending on the geometrical aspects of the enclosure, type of the
PCM, and type of nanoparticles. Moreover, generally, the magnetic field
effect tends to suppress the natural convection in PCM-enclosures and
mostly results in a reduction of the heat transfer rate.

Using high thermal conductive porous materials is another ap-
proach to enhance the heat transfer in enclosures. Considering natural
convection heat transfer in enclosures with no phase change,
Sivasankaran et al. [27] examined the natural convection heat transfer
in a cavity filled with a porous medium. The results show that the in-
crease of the metal foam porosity enhances the natural convection heat
transfer. Ghalambaz et al. [28] investigated the conjugate natural
convection heat transfer in a porous cavity for various locations of a hot
and a cold element. The outcomes show that the location of the ele-
ments influences the natural convection heat transfer in the cavity, and
there is an optimum location for the elements. Paknezad et al. [29]
experimentally studied the effect of a metal foam porous medium on
the free convection heat transfer in an aluminum-foam heatsink. The
influence of the inclination angle of the heatsink on the thermal per-
formance of the porous heatsink was analyzed. They reported that the
maximum cooling efficiency is about %17, which occurs at an in-
clination angle of 90°. Moreover, considering heat transfer in porous
media, various effects such as wall boundary conditions [30], double-
diffusive [31], entropy generation [32], and cavity partially filled with
porous medium [33-35] are investigated.

Literature review shows that the phase change heat transfer in
porous media has been investigated only in a few studies. Xiao et al.
[36] prepared samples of paraffin PCMs embedded in copper and nickel
metal foams. The prepared samples of metal foams show high porosity
above 90%. The thermophysical properties of the prepared samples
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were measured and reported. It was found that using metal foams can
notably enhance the effective thermal conductivity of the composite
PCM-metal foam. The thermal conductivity of paraffin/nickel foam
composite was increased about threefold compared to that of pure
paraffin (PCM). Zheng et al. [37] experimentally addressed the effect of
using copper metal foams for the phase-change heat transfer behavior
of paraffin PCM. The results show that using copper metal foam can
reduce the melting time up to 20.5%. Hossain et al. [38] simulated the
free convection melting of PCMs in metal foams in a rectangular cavity
enclosure. The top wall of the cavity was at a constant hot temperature
while the other walls were perfectly insulated. The results show that an
increase in the porosity of the metal foam decreases the melting rate.
The study of Sivasankaran et al. [27] demonstrated that the heat
transfer (with no phase change) is higher for a cavity with higher
porosity. The difference between the outcomes of these two studies can
be due to the heating boundary condition. In [27], the cavity was he-
ated from the bottom, which induces a significant natural convection
flow, but in [38], the cavity is heated from the top, which suppresses
the natural convection flow and leads to a conduction dominant heat
transfer regime.

Li et al. [39] explored the solidification of PCMs in a porous en-
closure. Using a scale analysis technique, Jethelah et al. [40] addressed
the natural convection heat transfer of PCMs in a cavity filled with a
porous medium and heated from a sidewall. The results show that the
increase of Rayleigh number or Darcy number enhances the melting
rate. Ali et al. [41] employed the pin—fin configuration to improve the
heat transfer capability of a paraffin wax filled heat sink. They found
that there is an optimal diameter of pin-fins for the best heat transfer
performance.

Considering PCMs in heatsinks for cooling of electronic compo-
nents, Kandasamy et al. [42] investigated the thermal performance of
using PCMs in the space between the fins of a horizontal heatsink. The
results were promising for applications of PCM in the cooling of elec-
tronic components. Later, Zhu et al. [43] employed a layer of metal
foam in the heatsink to further improve the heat transfer and in-
vestigated the aspect ratio of the metal foam layer to the clear flow
layer. The results demonstrate that increasing the thinness of the metal
foam layer always improves the heat transfer rate. However, filling the
entire height of the heatsink with metal foam saturates the performance
improvement.

In all of the above studies, the thermal load was steady, while there
are practical situations in which the thermal load is unsteady. There are
many reasons that the heat generation in electronic components could
be periodic. An active electronic component usually produces a con-
stant heating power, which is required for standby or typical func-
tioning of the component. However, in some cases, such as load tran-
sients, switching conditions, temporary micro proceeding tasks, or
temporally change of the operational conditions, the heating power of
the components can sharply increase to a significantly high level. After
the transient situation, the heating power can return to the normal
level. Considering the pulse power, Alshaer et al. [44] experimentally
investigated the thermal cooling of a heatsink filled with carbon
foam-PCM-MWCNTs composite materials. The pulse power was made
of a base heating power and an additional high power spike. The in-
fluence of various pulse modes was explored on the surface temperature
of the heated surface. The results show that the presence of the PCM
could effectively damp the transient temperatures and protect the
electronic components. Ghalambaz and Zhang [45] theoretically in-
vestigated the conjugate phase change heat transfer of paraffin wax-
Nickel foams in an annulus space for the transient cooling of batteries.
They reported that the PCM-metal foams are beneficial for the transient
heat dissipation. Hussain et al. [46] investigated lithium-ion batteries
during the charging and discharging process and reported that the
battery produces a transient heat load during each process. They uti-
lized a phase change heatsink filled with paraffin-nickel foam as a
thermal management system for cooling of the battery. The results
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show that utilizing the PCM can notably reduce the battery’s surface
temperature. Using paraffin-nickel foam can reduce the battery surface
temperature by about 31% compared to natural air convection.

In all of the mentioned heatsink applications [41-46], the heatsink
was placed horizontally over a horizontal heated surface [41-44], and
it was insulated or cooled by its top horizontal surface, or the heating
plate was inside the heatsink [45,46]. Thus, the heating surface and
cooling surface were parallel. However, there are situations that the
heated surface can be mounted vertically, and the cooling surface is at
the top. For example, in the packaging of electronic devices, a CPU can
be mounted vertically over a PCB board while the cooling flow is at the
top of the package. In this situation, the alteration of the heat transfer
path from the vertical heated surface to a horizontal cooling surface is
demanded. The L-shape cavities are the best candidate for this task.

The literature review shows that the phase change heat transfer of
PCM-metal foams subject to steady heat loads is theoretically in-
vestigated in some of the recent studies [38-40]. The phase-change
processes involving a steady heat load are either subject to melting
[38,40] or solidification [39]. However, the phase change heat transfer
subject to a transient heat load experiences both of melting and soli-
dification processes due to transient behavior of thermal load and ex-
ternal cooling power. Therefore, following the experimental studies of
[46], the present study aims to address the phase change behavior of
PCMs-metal foams in an enclosure subject to a heat pulse for the first
time. Moreover, another contribution of the present work is the L-shape
geometry of the heatsink, which connects the vertical heated surface to
the horizontal cooling surface.

2. Mathematical model
2.1. Physical model

As shown in Fig. 1 (a), a heatsink is filled with copper metal foam
with a porosity of ¢ and permeability of x. The heatsink enclosure and
the porous space is filled with paraffin wax PCM with the fusion tem-
perature of Ty. The left wall of the heatsink is subject to a pulse heat flux
with a steady power of q“,, which raises to the value of (1 + ¥) ¢”
during a time interval of 8t, and then reduces to the steady heat flux of
q“- The top of heatsink is subject to convective heat transfer cooling
with a uniform temperature of T.., and a convective heat transfer
coefficient of h.. where T.. < T. At rest, the PCM is at the initial uni-
form temperature of T.. then the heat flux elevates to the base power of
q”o for a sufficiently long time until the heatsink reaches a steady-state
situation. Then, suddenly the heat flux raises to the high heat flux of
(1 + vy) g% during t, to t; (a time interval of §t) commencing at to. At t;,
the heat flux reduces back to the steady heat flux g”. Here, y indicates

=0

oT fox

Fig. 1. Physical model of PCM-Metal foam heatsink.
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the increase in the power of heat pulse with the relation of (1 + v). For
instance, y = 1 shows that the heat flux has risen to two-fold, and y = 2
indicates the raise of the surface heat flux by three-fold.

2.2. Governing equations

The set of governing equation for the phase change flow and heat
transfer in the porous medium are as follows [45,47,48]:

du ov

— 4+ = =
ox  dy m

ﬁa_u_l_ pl( ou + au)

Ll e
g ot &2\ ox dy
T 2 2 T
I GO T W 1Co B
ax e \ox2 9y x )
pov o ov ov
edt g (u dx vay
op M oA I
==+ O =y -y 5T+ T- T,
3y . (axz 3?2 KV s(Tv + 0,86, ( ) 3)
Energy in metal foam:
oT oT aT 8T  8°T 3¢ (T)
Codm— + (PCo|u— +v—| = kp| =—= + — | — o, hy1——
(P p)m ot (P p)l(” % v ay) m ( %) ayz) &P st 1 ot
@

In the above equations, Here, x and ¢ denote the permeability and
porosity of the copper foam. Here, p, 1, B, Cp, k, and h are the density,
the dynamic viscosity, the specific heat capacity, the thermal con-
ductivity, and the latent heat of fusion. As depicted in Fig. 1, g shows
the gravitational constant. The subscripts of [, s, p, and m denote the
liquid PCM, solid PCM, porous matrix and the effective properties, re-
spectively.

T
and A, are

In the above governing equations, the terms o -
the Darcy terms. The source term p,g8,(T — Ty) denotes the buoyancy
force. The source terms of — s(T)u and — s(T)v forces the flow velocity
components to zero in solid regions. The terms s(T) depends on the

melting fraction and will be introduced in the next equation. The term

£ ﬂl(T)u
x

eplhsf,l%(tﬂ indicates the energy storage/release due to latent heat. The
porosity (¢) in this term shows that only the PCM in the pores con-
tributes to the phase change. The term ¢ is the molten volume fraction
and is a function of temperature that will be introduced later.

The effective heat capacity (pC,), in the liquid and solid-state is
evaluated as (pCp)m=¢(PCplm,1 + (1-¢) (pCp)m,s Where ¢is the molten
volume fraction [47]. The effective heat capacity at the liquid and solid
statuses are also evaluated as pCp)m; = €(pCp); + (1-8) (pCp); and
pcp)m,s = 3(pcp)l + (1'8) (pcp)s

The effective thermal conductivity of the PCM-metal foam can be
computed using available models in the literature [49] or directly from
available experimental data. In the above governing equations, the
source term s(T) controls the momentum equation in solid and liquid
regions. This term is in the form of Darcy term in a porous medium and
sharply raises to a large value in a solid region, forcing the velocity
components to zero. This term vanishes in the liquid region. The source
term s(7T) is introduced as following [16]:

a-¢my

s(T) = Anmush ¢(T)3 Te )

where A, is a large number of O(10%°); e is a small number of O
1073, preventing a zero denominator. Here, ¢(T) is the molten vo-
lume fraction which is a function of temperature as follow
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0 T<T-°
_ =17 1 ST T
M) =35+ Tr—5 <T<Tp+
T
1 T>T+ % ©)

In the above equation, it is assumed that the phase change occurs at
the small temperature range of 6T and the volume fraction changes
linearly with the temperature. Outside the fusion temperature range,
the PCM is in a fully solid (¢ =0) or fully liquid (¢ = 1) state. The source
term 0¢/dt in the heat equation controls the energy storage/release
during the phase change. This term is multiplied by the porosity of the
metal foam (¢) as only the PCM in the pores contributes to the phase
change, and the porous matrix does not undergo any phase change.
Moreover, the viscosity is artificially assumed as a function of molten
volume fraction as y(¢) = 1 +(1 — ¢) [15]. In a liquid region
where¢ = 1, this term vanishes, and y;(¢) reduces to the regular value
of (¢) = 1. In a solid region whereg = 0, this term reduces to a large
value of 1y(¢) =  + 1, which helps the momentum equation to force
the velocity components to zero in a solid region. Using artificial
viscosity in the solid region and phase change interface helps the sta-
bility and the convergence of the solution.

Now, considering the physical model, depicted in Fig. 1, the asso-
ciated boundary conditions are introduced as follows:

The right sidewall and a portion of the left side wall are adiabatic as

aT
~ =0
on (7a)

where n is the normal vector of the surface. The top wall is subject to
convective heat transfer as

aT
—— = ho(T - T
"oy ( ) 7b)

A portion of the left wall is subject to a uniform time-dependent heat
flux as

oT(x,0) _

km

The walls and the melting front are considered as an impermeable,
and the no-slip condition is employed for the fluid flow. A reference
pressure point of zero pressure was also assumed at the bottom left
corner of the metal foam. At the initial time, it is assumed that that the
element is turned on with the steady power of qé'for along time and the
heatsink is steady-state. Then, the heat pulse occurs. So, the initial
condition for the results with heat pulse is the steady-state solution at
the regular power of the element, q(;’.

It is appropriate to express Egs. (1)-(10) into the non-dimensional
forms using dimensionless variables as following

X=X y=2Uu=" y= g_T T ,_Lml gg _ s(DH

H ~H’ am,1’ am,1’ AT T g2’ p1%m,1
H2 km,1 ATH3 (6CP)m,IAT
=p—2,ocml=L,Pr=—v,Ra=gﬁl , Ste = == Dg = 5
Petm,l ’ (ecpIm,1 am,l1 vidm,] erhsf H

(®

where H = [; + [, is the characteristic length, Ra is the Rayleigh
number, and Pr is the Prandtl number. The temperature difference (AT)
is introduced based on the temperature scaling defined as AT = q“oH/
km,1 where k;,; is the effective thermal conductivity of the liquid PCM
saturated metal foam, and a is the thermal diffusivity. The geometrical
non-dimensional parameters are L; = I,/H, L, = I,/H, L3 = I3/H = 1-
Lo and L4 = 14/H = 1-L;.

Substituting Eq. (11) into Egs. (1)-(10), the corresponding non-di-
mensional form of the governing Egs. (12)-(23) is obtained as:

Momentum in x-direction:
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10U 1 ou ou
—Z+=|U v
€ 0t 52( ox 6Y)
oP Pr(d°U @ d°U Pr
= F AP —| = + = |- —U-S©OU
ox @ € (6X2 6Y2) Da © 9
Momentum in y-direction:
10V 1 ov ov
-+ S|lvs v v
€ Ot 52( ox ay)
op Pr(d%v = 3V Pr
=——+A@P)—|—+ —= |- —V-SO)V + PrRab
ay TADT (ax2 6Y2) D’ ~ SOV PrRa 10
Energy in metal foam-PCM:
( C m,s 69
b+ (1 — ¢)LPIms | 96
0Cplm,1 ) o7
-1
C
4| ©Cms (U@ + V@)
eCo) )¢ 9y
_ k(2% 0\ _ 13
kmi\8X%  9Y? N (11

where Pr, Ra, and Ste are the Prandtl number, Rayleigh number, and
Stephan number, respectively. A(¢) is the non-dimensional function as
A(¢) = 1+1-¢)/(piam,D), which artificially raises the viscosity to high
values in the solid region.

The side walls and bottom are adiabatic as

06
= =0
on (12a)

The top wall is subject to convective heat transfer as
(k_’")ﬁ = Bif,,

K1 ) 3Y (12b)
where Bi = h..H/k.,;. The side wall is subject to a uniform heat flux as

kn 100(X,0) _ . von_[1+Y w<t<7hg
(E)T‘Q(T) it @O={' 17 200

where 7, = toam,l/Hz, T = tlam)l/Hz. The non-dimensional thermo-

physical properties can be summarized as:

Kt km,t
(pcp)m,s _ (1 - E)(pcp)p + E(pcp)s
CComi (1 = &)(PCylp + £(Cp)

~1,

Com C
(pp),l:(l_g)(pp)P_'_E
(pcp)l (pcp)l (13)
0 6 < 6 — 390
_Jeé-¢6 1 1 1
¢(e)— W‘I‘E ef—556<9<6f+559

1
1 0> 6 + 566 (14
where 0y= (Ty — T..)/AT.

The characteristic parameter of the present study is the di-
mensionless temperature of the vertical hated wall (6,) can be in-
troduced as:

T - T
6p=—"—"=at X=0
"7 AT (15a)
and accordingly, the average element temperature at the heated
wall can be evaluated as:

5

Ly (15b)

eb,ave =

In the case without heatsink, the energy balance at the element
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surface can be written as:
q'(0) X Ly =14 X heo (Ty — Toc) (16)

which can be written in a non-dimensional form as

6 Q@
%07 B an
hence the heatsink efficiency is introduced as
)
Bieb,ave (1 8)

Finally, the melting volume fraction is evaluated as:

JSyedA (19)

As a case study, following the experimental study of Xiao et al. [36],
the porosity value, ¢ is considered to be 0.975 (bulk value) for 5 PPI
porous pores. The permeability is adopted from [50] as 2.7 x 107 m?,
and the effective thermal conductivity of metal foam-paraffin wax is
adopted as k,, = 4.8 W/m.K from the experimental study of Xiao et al.
[36]. The thermophysical properties of Paraffin (PCM) and copper
(metal foam) are summarized in Table 1.

3. Numerical method
3.1. Mesh study

In most of the PCM studies, using Finite Volume Method (FVM) or
FEM, the phase change bond is considered quite wide to avoid the
convergence problems. Indeed, it should be noted that the convergence
issue and expensive computations costs of the enthalpy-porosity models
are not within the utilized FEM or FVM. The issue inherited from the
modeling approach. The heat equation, Eq. (4), is a temperature base
equation, while the phase change occurs at a constant temperature of
T;. Thus, if the phase change bond, 6T'in Eq. (6), approaches to zero, to
simulate the fusion at an accurate temperature of T then a dis-
continuity in Eq. (4) occurs where the temperature is constant, but
there is heat transfer in the form of latent heat. In order to deal with this
issue, the enthalpy-porosity models assume a phase change bond
around the fusion temperature (T) instead of a fixed fusion tempera-
ture. Thus, the phase change phenome takes place in a very narrow
temperature range. Due to the presence of natural convection, the
temperature gradients near to the phase change interface are high,
which accordingly, the temperature variation at the melting front
would be high. A high-temperature gradient at the phase change in-
terface results in a narrow space for phase change. Indeed, the higher
the temperature gradients at the melting front, the narrower physical
space of the phase change. Therefore, an adequate mesh is also required
to be able to capture the phase change in a tiny ribbon space in the
domain of the solution. Moreover, on phase change, the velocity com-
ponents change from the natural convection velocity in the liquid re-
gion to zero in the solid region. This change in the velocity component
occurs in a narrow space in the domain of the solution. The energy
storage/release takes place on the melting front and in the same narrow
space. Therefore, the governing equations are highly non-linear and

Table 1
The thermo-physical properties of paraffin wax and copper foam [37].
Material k W/ pkg/m®) hy(J/kgK) ¢, (J/ BQA/K)  p(Pa.s)
m.K) kg.K)
Paraffin 0.3 900 148,800 2300 0.0005 0.00324
Copper foam 380 8900 - 386 - -
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unstable in such a melting/solidification phase change problems.

The most crucial issue with a small value 8Tis the region of phase
change. In the case of6T = 0, the phase change occurs at a line. When
0Tis very small, the phase change occurs in a very narrow region. In this
region, the latent heat transfer, change of thermophysical properties,
and the change of velocities (form domain velocity in the liquid region
to zero in the solid region) occur. Thus, for a case of small value 8T, a
very fine domain mesh is demanded, which consequently raises the
computational costs.

A large value of 6T helps with the convergence of equations, and the
phase change region can be captured by using a moderated mesh.
However, a wide phase change bond reduces the modeling accuracy
and fails to capture the phase change at an adequate fusion tempera-
ture. Employing an adaptation technique helps to refine the mesh
where it is needed, and hence, applying a small phase change bond
(6T), and capturing the phase change region with a reasonable mesh
size is possible. The adaptation technique can be employed in FVM as
well. However, our codes were based on FEM, and hence, we im-
plemented the adaptation technique in FEM.

In the present study, the finite element method with an automatic
time-step and a grid adaptation scheme is utilized to handle the phase
change heat transfer in the phase change heatsink. By introducing the
following basis set {y, }i-,, the pressure, the x-velocity, y-velocity, and
the temperature are expanded, such as:
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Linear shape functions for the pressure and temperature are utilized.
The employed set of the basis functions for the variables vy is the same,
and the utilized grids are a triangle. By using the Galerkin finite element
approach, the residual functions of the set of governing equations at
each node of the internal domain are achieved as follows:
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Table 2

The dependency of the 6}, 4. on the mesh size.
Case Number of element Ob,ave
Case I 867 0.9067
Case II 2503 0.9001
Case III 4427 0.8975
Case IV 6720 0.8981
Case V 9360 0.8981
Case VI 12,064 0.8979

N
)mT am
Rf ~ (¢ + - [) 3 6y S Lepaxay

pmi\ & I J I
+ 2 O S Z Un¥pn | 2 Vinkw Y dXdY
(pCp)l m=1 m=1 m=1
b 5 g p[amen y men ] gxgy — L5 #Cn) pom guay
+ ””mZ::l kf[axax+ 6Y6Y] Ste mZ:I f o h
(21d)
where
0 6 <6 — ;00
3¢ (6) 1 1 1
% "% O — 380 <6 <6 + 66
0 6> 6 + ;00 22)

Gaussian quadrature with second-order accuracy is utilized to in-
tegrate the integrals in the residual equations. The grid adaptation is
performed based on the melt volume fraction of ¢qgqp: but with a
slightly broader temperature range to enclose the phase change space
with a slightly wider domain. The following function was introduced as
the adaptation area

3
0 6<6 — 06
Puaap () = {1 6 — 386 < 6 < 6 + 386
3
0 6> 6 + 500 29

where adaptation takes place at the space marked with ¢,4q, = 1. The
area marked for adaptation covers an area around the melting front,
which is slightly larger than the actual phase change space. A wider
adaptation domain ensures a smooth transient grid size over the sen-
sitive area and also provides the opportunity of skipping the adaptation
procedure for some intermediate time-steps since the mesh adaptation
is computationally an expensive step. As long as the melting front is in
the adapted area, marked by ¢aqqpe = 1, a new grid adaptation is not
required. When the actual phase change domain (the domain with
0 <¢ < 1) approaches to the boundaries of the adapted space, the
domain marked with ¢q4qp = 1, a new mesh adaptation has to be
performed. The mesh in the adapted area is fivefold finer than the mesh
in the regular domain of the solution.

The selection of the time-step is also another crucial step, which was
handled by a free-step automatic Backward Differentiation Formula
(BDF). The free-steps are automatically selected within a BDF order in
the range of one and two [51]. The Newton method is employed to
iteratively solve the residual equations using A PARDISO solver
[52-54] with a residual error of order 10°°. The damping factor of the
Newtonian method is fixed as 0.9. The grid check and validation are
conducted in the following sub-sections after the estimation of non-
dimensional parameters.

3.2. Non-dimensional parameters

A cavity of height H = 10 cm, occupied with 5 PPI copper foam
(e = 0.975) and filled with the paraffin wax, is considered as a case
study. It is assumed that the cold wall at the top is subject to a uniform



A. Chamkha, et al.

1.15

111 ~
105 |
° [
2 [
© L
_Q" L
D 1
[ Case lll
i - - - - CaselV
0.95 1 - - -~ CaseV
ol L
0-857\\\ Ll Ll Ll Ll Ll Ll
0 02 04 06 08 1 12 14
T

(@)

Applied Thermal Engineering 177 (2020) 115493

0.9
i Case lll
I - ---CaselV

0.8 - - - -CaseV

MVF

(b)

Fig. 2. The effect of mesh size on the characteristics results as a function of time; (a): Average temperature of hot element, 6j, 4; (b): The normalized melt volume

fraction (MVF).

free stream temperature of T.. = 14 °C, and h.. =20 W/m?K. The fusion
temperature is adopted as Tf = 50 °C. The permeability of the porous
medium is 2.7 x 107 m? [50], and the effective thermal conductivity is
k., = 4.8 W/m.K [36]. The heat flux of the hot element isqé' = 2500 W/
m?. Other thermophysical properties are available in Table 1, and the
effective thermal capacity is evaluated using the relations introduced in
the text. It is assumed that y = 3, and the pulse initiated at 100 s and
continues to 1500 s, which as a result, the pulse duration is 8t = 1300 s.

As in the definition of Stefan number can be seen, the Stefan number
is a function of the ratio of the sensible heat and the latent heat, and the
temperature scale (AT). In an experiment, in which the PCM material is
fixed, the variation of the Stefan number can be controlled by con-
trolling the imposed heat flux qo. It is worth noticing that the aim of the
current work is the investigation of the thermal response of the heatsink
respect to the pulse heat flux. The pulse heat flux consists of a constant
base heat flux go and a transient pulse heat flux power y X go. In many
of the literature-works, in which the thermal energy storage is the
characteristic design goal, the Stefan number is the main control
parameter. However, in the current study, the aim is the investigation
of the heat transfer and cooling behavior of the heatsink. Thus, for a
fixed PCM and porous matrix and under a fixed imposed heat flux (qo),
the Stefan number can be considered as a constant parameter. This is
while the Rayleigh number is a function of various geometrical and
external parameters, and it can notably influence the convection be-
havior of the molten region and heat transfer performance of the
heatsink. Thus, the Rayleigh number and the magnitude of the pulse
heat flux (y) were selected as the controlling parameters.

The application of pulse heat can entirely depend on the electronic
device. For example, harsh discharging of a battery pack may take
about an hour where during this situation, the heat generation of the
battery is high. The pulse loading of a hard-disk maybe only a few
minutes to write backup data, and an image processing-CPU of a high-
speed industrial camera may need only a few seconds to process an
image. The pulse load of a CPU in a high-performance computer system
could be a fraction of seconds in the interval of loading data from RAM
and processing. In the present study, we selected the load conditions
compatible with the capacity of the heatsink to demonstrate the cap-
ability of PCM-metal foam heatsinks in thermal management of tran-
sient load.

The non-dimensional parameters are also calculated as:
Ra = 3.023 x 10*7, Da = 2.7 x 10°, Pr = 1.533, ¢ = 0.975,
65 = 0.691, (0CPm s/ OCPm1 = 1, kms/kmy = 1,7 = 3, 7; = 0.047, and

8t = 0.305. The geometrical parameters are kept fixed as L; = 0.5, and
L, = 0.3. These non-dimensional parameters are adopted for the
computations; otherwise, it will be stated. The range of investigated
parameters is as follows 0 < y < 5,0.25 < 6; < 25,2 < Bi < 17,
and 5 x 10° < Ra < 7 x 10’. This range was selected based on the
geometrical size of the heatsink and thermophysical parameters, as
discussed in this section.

3.3. Mesh check

In order to ensure the accuracy of the results and quality of the
utilized mesh, a mesh study is performed for the default case of the non-
dimensional parameters, discussed in the sub-section 3.2. Six different
meshes sizes are utilized, which the number of the elements for each
utilized mesh is reported in Table 2 for a steady-state case. The number
of elements in Table 2 is corresponding to an initial mesh with no
adaptation. The average value of the hot-element temperature (65 qye)
for each case is reported in Table 1. in a table (steady-state). The results
for 6y, 4ve and MVF as a function of 7 for the default case of pulse heating
(y = 3) are plotted in Fig. 2(a) and (b), respectively. In these figures,
the results are plotted for the meshes of III, IV, and V solely to avoiding
the congestion of the curves. As seen in these figures and Table 2, the
results of case III, are in agreement with the results of Case IV and V.
The results for the two cases of IV and V are almost equivalent; how-
ever, the computational cost of Case V is much higher than those of
Cases III and IV. Therefore, as a trade between the computational cost
and accuracy, Case IV is selected for the computations of the current
research.

Fig. 3 depicts the grid adaptation during the melting process at
various stages of the solution. Fig. 3(a) shows the utilized mesh at the
initial state of the solution with no adaptation. As seen, the mesh is
denser near the walls. A denser mesh near the walls is required to
capture the velocity and temperature gradients in these areas. In con-
trast, Fig. 3 (b) and (c) depicts the mesh at two non-dimensional times
of r = 0.2 and r = 0.4. The mesh adaptation occurs around the melting
front to enclose the phase change region with a much finer mesh. As
discussed in the numerical method, the mesh in the adapted area is
fivefold finer than the regular areas. A comparison between Fig. 3(b)
and 3(c), shows that the mesh adaptation follows the melting front by
advancing of the melting process in a direction away from the hot
element.



A. Chamkha, et al.

A

S

ROt Vi) ’h
%
LR i ’hb{
;QE::“” o "'453 §> >
X ]
: s e VAW%VN a ﬁ}
1 KL ‘ m‘
e | SN
RO NSO ]
SN S 04»% VYA
RIS KRR AN
A OSSR IR RS ORRKRERR
NS VAVS SIS
O I SRR
OO U
OO YAVAVAVA NISOREERR
O T VAV VA A VA s
R R OIS R8s
e O OO S R
RN IS AN AT AA A SRR
S SN KA AN SRR
i TNy YAV 4y VAV S AV AVAY VAN
S VAVAV S ATV YAV, v SOV v AT
R B A DO e
ATy X v A v
Wt o 03

%

iy ATV VA
KA

BOOR0

av

%
ok Y T P vaviv
NANNANA YO

N
ATy VLAY, v
TR Yihave vy
KRR AR RO
OO

e
i

R
AR ATSAARRA
ORI
ERKOPRRSTRA00K
e S

PRI

KRR

3
DORSERER

ORI
Ao

KORRRIKE

v
vasrd

P
2
v,

Vs
SOAR]
vty
KRISEXRK

VAVAVAVAS AVAVATA

7avs

)
KR
AV S
YAVAY 15

SRR
SRR
AV

PO EYaY;

R
B
X

AV avg
TATAY vy,
OO
SR
i geag;vmm,‘
K
o

AVA
LD ATy

%
SOz
v

KK
S
LIS

i
X

5

23K

0
o

R

K
ORI
Y b

O34
2
24

ORI
LS

ke
BER

vA
B

<
K

K
S
=
54
AT

ATV
AVASAIoRR
SO

% EXX
£e
SRS
5
)

Q50

AV
AAS

vb

R
s
e
VAV
QK
<INCY

5
20
R

OO,

e
X

£ SN
BXRRRIRIKE A
:;mne;gmmvﬁm«#}#.%nNAVAAVAVAVAVAuug

i
FROON
BN
A%
%

A
20

v 4l Vv,
O,
WAYS AV

vy,
RSSO
RN I
AN
oK

KRR
5
B

%
0

s

%
K

LAV

e
oo
S

%
YAy
e GVAVAVAYAva Y0
VALY _
KRR \/\\ *
i VAT NN
L \/ \ 4\

(c):1=04

Fig. 3. The initial mesh and adapted mesh of Case IV during the melting pro-
cess.

3.4. Validation

The accuracy and correctness of the computations and the in-
troduced model of phase change are evaluated through a comparison of
the results with the theoretical and experimental results available in the
literature. As a first case, the results of the current work are compared
with the benchmark results of Bertrand et al. [12] for the melting of
octadecane in a square cavity with no porous medium (Fig. 4). In this
case, it is assumed that ¢ = 1, and Da— =, The left wall is at an iso-
thermal temperature, and the other walls are well insulated. The
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Fig. 4. A comparison between the results of the present study and literature
review of Bertrand et al. [12].

Table 3
A comparison between the location of the melting front obtained in the present
study and those reported in [10] for X location of the melting front against Y.

Y =11 T = 1.47
Present work Kumar et al. [10] Present work Kumar et al. [10]

0 0.17 0.12 0.22 0.21
0.1 0.19 0.15 0.26 0.23
0.2 0.21 0.18 0.33 0.26
0.3 0.28 0.23 0.39 0.27
0.4 0.30 0.24 0.43 0.35
0.5 0.30 0.29 0.59 0.56
0.6 0.41 0.37 0.71 0.66
0.7 0.52 0.53 0.80 0.77
0.8 0.58 0.57 0.82 0.82
0.9 0.57 0.58 0.82 0.83
1 0.59 0.57 0.85 0.85

comparison is performed for the case of octadecane when Pr = 50,
Ra = 10*7, and Ste = 0.1. The melting front at two time-steps of
7 = 0.002 and 0.01 are reported. As seen, the trend of the numerical
results are in agreement, and the numerical results of the present work
are in agreement with the experimental results.

As the second comparison, the results of the present study are
compared with the results of the experimental study of Kumar et al.
[10] for the melting of lead in a cavity. The experimental study per-
formed for the melting of the lead subject to a constant heat flux at the
right wall of the cavity while the other walls were insulated. The
melting images of Kumar et al. [10] are obtained by thermal neutron
radiography. The comparison is performed for a case with Ste = 0.4,
Pr = 0.0236, Ra = 1.4 x 10*7, (heater input 16.3 kW/m?, tempera-
ture at left side 555 K and temperature at the element side 599 K). The
location of the melting front reported in [10] and computed in the
present study are compared in Table 3.

Considering a case with no phase change, for Darcy natural con-
vection heat transfer in a square cavity with temperature difference at
the sidewalls and insulation at the top and bottom walls, the average
Nusselt number for the case of Ra X Da = 100 is obtained as 3.11. The
average Nusselt number in the study of Sheremet and Pop [30], and
Beckermann et al. [55] was reported as 3.10 and 3.11, respectively,
which are almost the same as the present results.

Finally, the experimental study of Zheng et al. [37] for the melting
of paraffin-copper foam in a cavity is adopted for comparison, and the
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Zheng et al. [37]

Present study

(a): T =1.4782 (+=5400 s)

(b): 1=2.9564 (=10800s)

(c): T=4.4347 (+=16200s)

Fig. 5. The result of the melting of paraffin in copper metal foam, and a comparison of the numerical results of the present study with the experimental results of

Zheng et al. [37].

results are plotted in Fig. 5. In [37], the porosity of the copper metal
foam was ¢ = 0.95 with a pore size of 5PPI. The thermophysical
properties for paraffin wax and the porous matrix are adopted from
Table 1, and the effective specific heat capacity ratio is evaluated using
the relations discussed in the text. The effective thermal conductivity
adopted from the experimental study of Xiao et al. (2013) as
ke = 5 W/m.K, the element power at the hot wall wasg, "= 1150 W,
and H = 0.1 m.

4. Results and discussions

The heat transfer behavior of the phase change heatsink is studied
for two cases of steady-state (case y = 0) and unsteady heat transfer
subject to a heat pulse. In the steady-state heat transfer, there is a
balance between the power of the heat pulse and the cooling power
heat transfer to the external cold stream. In this case, the heatsink can
be in a solid, liquid, or solid/liquid state, depending on the external
cooling power. In the unsteady case, which the heat pulse is active, the
presence of an active heat pulse increases the heat flux magnitude of the
element, and hence, a transient heat transfer behavior occurs. The de-
fault-set of the non-dimensional parameters, as introduced before, is
adopted for both steady and unsteady cases; otherwise, the value of the
non-dimensional parameter will be stated. In all of the contour images,
the difference between the contour levels is 0.1.

4.1. The steady-state heat operation of heatsink when y = 0

Fig. 6 depicts steady-state temperature contours and streamlines in
the heatsink for various values of the Rayleigh number. In Fig. 6, the
streamlines are plotted in the molten PCM, and there is no streamline in
the solidus PCM. The magnitude of normal melt volume fraction (MVF)
and the average temperature of the element is also reported below each
contour. Fig. 8 shows that the increase of Rayleigh number pushes the
molten area toward the cold surface. When the Rayleigh number is
comparatively low, the increment of the Rayleigh number induces a
significant effect on the circulation flows (streamlines) and the tem-
perature distribution. As the Rayleigh number grows, its effect on the
isotherms and streamlines reduces. This is because of the constant
power of the element. The generated heat of the element first reaches

the molten region and then moves into the solid region. Then, the heat
reaches the external cold stream and will be extracted from the heat-
sink. In the steady-state, there is a balance between the thermal re-
sistance of each region and the temperature difference between the
element temperature and the external temperature of 0... The increase
of the Rayleigh number decreases the thermal resistance in the molten
region. Therefore, as can be seen in Fig. 6, the average temperature of
the element reduces by the raise of the Rayleigh number. However, the
rise of Ra only slightly reduces MVF, and it only smoothly affects the
shape of the molten region.

Indeed, when the Rayleigh number is high, the thermal resistance of
the molten region is much lower than the thermal resistance of the solid
region due to the presence of significant natural convection circulation.
Therefore, a further increase of Rayleigh number only slightly con-
tributes to the molten region and MVF. According to Fig. 6, the di-
mensionless average temperature of the bottom wall (hot element) re-
duces from 1.05 to 0.85 by the increase of Rayleigh number from
6.16 x 10° to 6.16 x 107. Furthermore, the streamlines tend to be
denser with an increment of Ra denoting higher velocity magnitudes in
the molten region.

Rayleigh number can be used as a criterion for assessing the melting
front's position, which specifies the boundary between liquid and solid
regions. The melt volume fraction of¢ = 0.5 is adopted as the melting
front. The melting front is plotted in Fig. 7 for various values of Ray-
leigh number. Fig. 7 shows with decreasing Ra number, the melting
front is placed far away from the wall where the heat source is located.
The increase of Rayleigh number slightly affects the top areas of the
melting front as they are close to the cold surface with high cooling
power. The increase of Rayleigh number mostly affects the bottom
areas of the melting front by shifting the melting front toward the hot
element and causing the reduction of MVF. The shift of the melting
front toward the hot element is due to the reduction of the element
temperature (6, qvc). As it was discussed in the description of Fig. 6, the
reduction of element temperature by the increase of Rayleigh number
was due to the reduction of thermal resistance in the molten region.

Fig. 8 illustrates the local temperature of the element. The tem-
perature rises gradually by moving along the element from the bottom
toward the top of the element. There is a natural convection flow of
liquid PCM in the molten region of the cavity. The fresh cold liquid first
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Fig. 6. Temperature contours and streamlines (in the same figure) for the default case, and different values of Ra number.

reaches the bottom of the element. The cold liquid over the element
absorbs heat and gets warm. A warm liquid is lighter with a tendency to
move upward with the natural convection potential to continue a flow
circulation in the cavity. Then, the hot liquid reaches the melting front
and gets cold. The cold liquid moves downward until it reaches the
bottom of the element. Therefore, the bottom of the hot element, which
is subject to the fresh cold liquid is cooler than the top of the element,
and accordingly, the temperature from bottom to top rises gradually.
According to Fig. 8, the dimensionless temperature decreases with the
growing of the Ra number in any given location. This is due to the
reduction of thermal resistance in the molten region by the increase of
Rayleigh number.

Fig. 9 (a) shows the dimensionless trend of the average temperature
of the hot element against Rayleigh number and several values of the
Biot number (external cooling power). When the Ra increases, the va-
lues of O 4. decreases nonlinearly. However, Bi number is another
factor that can influence on 6y 4. Fig. 9 (a) illustrates that the di-
mensionless wall temperature reduces about A 6, 4, = 0.33 by the raise

10

of Bi. However, the influence of the Biot number on the element tem-
perature reduces by the increase of the Rayleigh number. The tem-
perature of the wall decreases to a specific value, which is around 0.72,
and then, it tends to remain constant. Attention to set of the non-di-
mensional parameters shows that the non-dimensional fusion tem-
perature is O = 0.691. Therefore, it can be concluded that the increase
of Rayleigh number and Biot number tend to reduce the wall tem-
perature to a temperature about the fusion temperature. Any increase of
wall temperature beyond the fusion temperature demands a solid-state
in the entire cavity, which suppresses the natural convection effects and
increases the overall thermal resistance of the heatsink.

Fig. 9 (b) displays the influence of the dimensionless fusion tem-
perature on the element temperature, 6}, .. This figure, in agreement
with previous figures, shows that the raise of Rayleigh number reduces
the element temperature smoothly. However, the variation of fusion
temperature significantly changes the element temperature. The growth
of the fusion temperature reduces the impact of circulation flows
(Rayleigh number) on the element temperature. When the fusion
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Fig. 8. Local temperature of the heated wall at different Rayleigh numbers.

temperature rises to 6 = 2.17, the effect of variation of Rayleigh on the
wall temperature is not notable.

Indeed, the increase of non-dimensional fusion temperature de-
velops the regions occupied by the solid PCM and shrinks the molten
region. In the case of 6; = 2.17, the entire cavity is in solid-state, and
there is no liquid region to be affected by the variation of Rayleigh
number. In the case of ; = 0.25, a large area of the cavity is molten,
and an increase of the Rayleigh number tends to boost the natural
convection flow and reduce the element temperature. Moreover, the
increase in the fusion temperature increases the element temperature.

As mentioned, when the fusion temperature increases, the portion of
the solid region in the cavity increases. Due to the absence of natural
convection in the solid region, the thermal resistance of a solid region is
notably higher than that of a molten region associated with a natural
convection flow. Therefore, any development of solid PCM regions
raises the element temperature.

4.2. The unsteady heat transfer due to a heat pulse

Fig. 10 shows a comparison between isotherms and streamlines for
three pulse powers of y = 1, 3, 5 and for various dimensionless time

11
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steps. As seen, at the initial stages, the isotherms and the streamlines
have remained constant when y increments at 7 = 0.012 since the heat
pulse are actuated at r = 0.047. Indeed, Fig. 10 (a)-(c) depict the initial
solution before the actuation of the heat pulse.

Fig. 10 (d), (e) and (f) depict the isotherms and streamlines at three
pulse powers of y = 1, 3, 5 when t = 0.35. The heat pulse turns off at
t© = 0.35. Therefore, these figures represent the results just when the
heat pulse turns off. Fig. 10 (f) shows that the molten region in the case
of high pulse power (y = 5) is almost occupied the entire of the heat-
sink. In these figures, the contour level of & = 0.7 is about the fusion
temperature and roughly can be considered as the melting front. In the
case of y = 1, only a small portion of the cavity is in a molten state, and
the molten area grows by boosting the pulse power. Attention to Fig. 10
(f) shows that the streamlines are well distributed as the molten region
is completely developed in the cavity in the case of y = 5. In the case of
low pulse power, i.e.,, y = 1, the solid region is almost covered half of
the heatsink space, and a significant temperature gradient can be ob-
served in the solid region. This is due to the low conduction dominant
effect in the solid region. By the increase of pulse power, the tem-
perature rises at the element location. The increase of pulse power also
intensifies the temperature gradients at the element surface. This in-
crease of temperature gradients is in agreement with the imposed
boundary condition of Eq. (10) (c).

Fig. 10 (g), (h) and (i) display the isotherms and streamlines at
t = 0.4. This is a short time after the heat pulse turns of and the heat
flux reduces to the steady pulse power. Considering case y = 1, a
comparison between the results of Fig. 10 (d) and (g) show that both
figures are very similar. Indeed, although the transient heat pulse is
turned off, its effect has not been propagated in the liquid region. The
same conclusion is true for the case of y = 3. However, a comparison
between Fig. 10 (f) and (i) reveals that the heat is still propagating in
the liquid region toward the top regions of the heatsink during a short
time after transient heat pulse since the liquid is still hot.

Fig. 10 (§), (k) and (1) are plotted for t = 0.47. The heat pulse
duration was 0.0.305, and it was deactivated at © = 0.35, and hence,
the time step of T = 0.47 displays the results at At = 0.12 after the
pulse power turned off. This time is about 42% of the duration of the
heat pulse. A comparison with previous time-steps reveals that in the
case of low pulse power (y = 1), the melting process has stopped in
most areas of the heatsink, and the external cooling flow tends to re-
duce the temperature of the solid region at the top of the heatsink.
Solely at the bottom of the heatsink, slight degrees of the melting front
advancement can be observed, i.e., the level of 8 = 0.7 has slightly
shifted away from the element. In the case of moderate pulse power of
y = 3, a reshaping of the melted area can be observed. The overall
melted and solid regions are the same as the previous step of t = 0.4;
however, a thin layer of solid is formed over the cold wall. A compar-
ison between the isotherms of steady-state results of Fig. 10 (a), (g), and
(j) reveals that the natural convection flow and temperature distribu-
tions in the molten area of the heatsink are close to their steady-state
situation.

Comparison between Fig. 10 (h) and (k) interestingly reveals that
melting advanced at the bottom of the heatsink, and simultaneously,
the solidification occurred at the top of the cavity. The hot liquid in the
molten region has melted the solid PCM at the bottom of the heatsink.
The bottom of the heatsink is an area which is connected to the adia-
batic walls and does not have a cooling or heating support. The top area
of the heatsink is connected to the cold wall with external cooling
support. Hence, the bottom area is melting while the top region is
freezing due to the external cooling power. This behavior is mainly due
to the presence of the metal foam, which enhanced the thermal con-
ductivity of the PCM. An enhanced thermal conductivity facilitates the
thermal diffusivity, and hence, the thermal effect of the heatsink
boundaries can further advance in the heatsink.

The trend of results for the case of y = 5 is almost the same. The
solidification started at the top of the cavity. However, the amount of
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Fig. 9. The average wall temperature (6, qv.) as a function of Rayleigh number for (a) different Biot numbers; (b): different non-dimensional fusion temperatures (6).

solid formation at the top of the heatsink is much smaller than that of
y = 3. This is since most regions of the heatsink were at the molten
state, and there was a tiny solid region at the bottom of the heatsink at
the previous time step of t = 0.4 (Fig. 10 (i)).

Melting of this region cannot effectively reduce the overheated
temperature of the molten liquid in the melted area. It is also worth
noticing that no solid area at the top of the heatsink results in lower
thermal resistance and facilitates the solid formation. Therefore, a vi-
sual comparison between Fig. 10 (i) and (1) confirms that the amount of
solid at T = 0.47 is significantly lower than that of t = 0.4 for the case
of y = 5. This is while in the case of y = 3, the amount of solid region at
t© = 0.47 was slightly higher than that of © = 0.4. Moreover, the vo-
lume of the hot liquid in Fig. 10 () is higher than that of Fig. 10 (k).

Fig. 10 (m), (n), and (o) depict the results at a sufficiently long time
after the heat pulse turned off. The elapsed non-dimensional time be-
tween 7 0.35 and * 0.9 is about 230% of the pulse duration
(67 = 0.305). Fig. 10 (m) is almost the same as Fig. 10 (j) indicating the
heatsink is approaching to its steady-state condition. Fig. 10 (n) shows
the development of a solid region toward the bottom areas of the
heatsink. Fig. 10 (o) displays the early stages of solidification at the top
of the heatsink. The isotherms are very similar at this time step for all of
puls power loads. Indeed, the liquid in the molten region has reached a
semi-steady state, and solidification formation slowly advances from
the top toward the bottom right corner of the heatsink.

Fig. 11 studies the effect of time-step at melting front for various
values of pulse power. Fig. 12 illustrates the effect of pulse power on the
melting front at various time-steps. As before, the melt volume fraction
of¢ = 0.5 was considered as the melting front. Fig. 13(a), (b), and (c)
depict the time history of melt volume fraction, the average tempera-
ture of the element, and efficiency of the heatsink, respectively. Fig. 11
(a) shows that the melting stopped at © = 0.45, 0.5 and 0.52 respec-
tively for the pulse power of y = 1, 3, and 5 while pulse was turned off
at © = 0.35. This figure reveals that there is a delay between the de-
activation of the pulse and suppression of the melting. The increase of
the pulse power increases the delay between the turn off time of pulse
and suppression of the melting process. Following the results of Fig. 11,
the melting front for three-time steps of t = 0.012, 0.47, and 1.17 are
plotted in Figs. 11 and 12.

When the pulse power is low (y = 1), Fig. 11(a) shows that the
melting advanced toward the top and right of the heatsink. Indeed, the
melting advances away from the hot element and slightly toward the
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top of the heatsink (r = 0.47). The solidification occurs at the top and
advances toward the hot element while the melting front (at the
bottom) has shifted away from the hot element, indicating slight de-
grees of simultaneous melting (z 0.1.17). In the case of moderate
element power of y = 3, melting occurs toward the top wall and
slightly toward the right insulated wall (z = 0.47). There is a minimal
layer of solid at the top of the heatsink, which results in a low thermal
resistance between the hot molten liquid in the heatsink and the ex-
ternal cooling flow. Considering the solidification (z 1.17), the
melting front advances from the top toward the bottom.

In the case of y = 5, the pulse power is very high, and hence, the
natural convection heat transfer is the dominant regime of heat
transfer. The bottom is located far from the cold wall, while the top
region is subject to a strong natural convection flow of the hot liquid.
Hence, the melting front advanced from the bottom as well as toward
the top of the heatsink. The solidification commenced from the top with
layered shape progress. The solid layer is slightly thinner at the left area
of the cold surface as that area is closer to the element and exposed to
the natural convection of the hot liquid.

Fig. 10 (a) in agreement with Fig. 10 (a)-(c) shows that the heatsink
is at the steady-state before commencing of the heat pulse. Fig. 12 (b)
shows that the higher the pulse power, the faster the moving of the
melting front away from the heating wall. Fig. 12 (c) depicts that the
solidification behavior for all of the pulse powers follows the same
trend of behavior. This is since, after the pulse power turned off, the
liquid in the molten region gets cold by consuming remaining solid
regions at the bottom of the heatsink and interacting with the external
cooling power. After a while, the molten region reaches a semi-steady
state, and the formation of a solid layer is almost independent of the
heat pulse. This is since the heat pulse is already deactivated, and its
transient effects are damped in the liquid region. In this situation, the
solidification is mainly controlled by external cooling power and the
initial element power (Rayleigh number).

Fig. 13 (a) shows the value of melting volume fraction is constant at
initial times. On activation of the heat pulse, the MVF intensely in-
creases until it reaches a maximum value. As mentioned, the non-di-
mensional time for the maximum MVF is slightly larger than the end
time of heat pulse, and it is higher for a higher magnitude of pulse
power. After the maximum point, the MVF commences decreasing that
indicates the occurrence of general solidification in the heatsink. From
this figure, it can be seen that the maximum value of MVF increases
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Fig. 10. The effect of heat pulse power (y) on the isotherms and streamlines at various non-dimensional time steps.

when y changes from 1 to 5.

Fig. 13 (b) depicts the average dimensionless temperature of the hot
element at the left wall. On activation of the heat pulse, 6, 4. jumps to a
high value and remains almost constant during the pulse time. Besides,
just after the deactivation of the pulse, the element temperature sharply
drops to the initial steady-state value for y = 1 and y = 3. However, in
the case of y = 5, it takes some more time to element temperature drops
to the initial steady temperature. This is since most regions of the
heatsink are in a molten state (as was observed in Fig. 10), and there are
minimal solid regions to compensate for the hot liquid and cool down
the element. The Fig. 13 (c) displays the efficiency of the heatsink for
various values of pulse power. From Fig. 13 (c) it can be concluded that
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the heatsink efficiency increase when vy goes up. The thermal resistance
of the heatsink, which is placed between the hot element and cooling
power, is an important parameter, affecting the cooling efficiency of the
heatsink.

It should be noted that the fusion temperature of the PCM is higher
than the temperature of the external flow, and hence, the temperature
difference between the heated wall and the melting front is lower than
that of the heated wall and the external flow, if the element was cooled
directly by exposing to the external flow. Thus, both the temperature
difference and thermal resistance both are barriers for the cooling of the
element. However, the convective heat transfer coefficient in the PCM-
heatsink, charged by the energy storage capability of the PCM, is the
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Fig. 10. (continued)

key parameter, which can overcome the mentioned barriers.

When the PCM cooling overcomes the direct cooling of the element,
the heatsink’s efficiency is greater than unity. At the early stages of the
heat pulse, the sensible heat of the heatsink plays an important rule and
increases the efficiency of the heatsink. This is where a sharp increase in
the efficiency of heatsink can be observed when the heat pulse turns on.
Then, shortly after the early stage of the activation of the heat pulse, the
melting process commences and tries to absorb a significant portion of
the produced heat of the element. Some portion of the heat also reaches
to the cool wall of the heatsink. When the pulse power is low, the ex-
ternal cooling flow can efficiently absorb the produced heat of the
element, and hence, using the heatsink does not provide a notable ad-
vantage. However, in the case of moderate or high pulse power, the
phase change heat transfer contributes to an extra cooling source. Thus
as seen, an increase of pulse power boosts the heatsink efficiency.

The increase of pulse power from moderate power of y = 3 to a high
power of y = 5 improves the heatsink efficiency from 1.75 to 2.5.
Indeed, y = 3 and y = 5 respectively are fourfold and fivefold higher
than the steady heat flux. This founding is in agreement with the results
of Kandasamy et al. [42], who investigate the thermal management
capacity of PCM-finned heatsinks for the cooling of electronic compo-
nents. They also reported that increasing the steady heating power of
the heated surface improves the thermal performance of the heatsink.
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Based on Fig. 13 (c), the enhancement in the heatsink efficiency by
increasing pulse power from 3 to 5 is about 42% (raise of ) from 1.75 to
2.25) enhancement of heatsink efficiency. In the experimental study of
Hussain et al. [46], a 31% performance enhancement compared to
natural air cooling was observed by using nickel foam-paraffin heatsink
for thermal management of Li-ion batteries. This performance en-
hancement qualitatively is in good agreement with the results of the
present study. Thus, it can be concluded that the presence of a PCM-
metal foam heatsink could efficiently damp the sharp heat loads and
protect the heated surface and electronic components.

5. Conclusion

The phase change flow and heat transfer of PCMs embedded in
metal foams were studied for heatsink applications. The heatsink was
made of an L-shapes channel, in which a part of its left wall was ex-
posed to a pulse heat flux, and an external natural convection flow
cooled the top of the heatsink. The enthalpy-porosity approach was
employed to model the heat transfer in the heatsink. The governing
equations were represented in a non-dimensional form to generalize the
study. The finite element method was used to solve the governing
equations. Grid adaptation and automatic time step schemes were uti-
lized to improve the accuracy and stability of the solution. The steady-
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Fig. 11. The behavior of the displacement of the melting front (¢ =0.5) at various times.

state behavior of the phase change heatsink was addressed first. Then,
the effect of various heat pulse powers was studied on the melting/
solidification behavior of the heatsink. The main outcomes of the pre-
sent work can be summarized as below:

1. Using the grid adaptation facilitates the accuracy and stability of the
solution. An excellent agreement between the results of the present
study and the experimental results available in the literature were
obtained.

2. Considering a steady-state heatsink with no pulse power. The in-
crease of Rayleigh number and Biot number gradually decreases the
average temperature of the element. The increase of Rayleigh
number boosts the natural convection flows in the molten region of
the heat sink and improves the heat transfer. The increase of
Rayleigh number slightly decreases the melting volume fraction in
the heatsink. This is since the growth of buoyancy forces shifts the
melting front toward the element at the bottom area of the heatsink,
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but its effect on the melting front is minimal at the top area of the
heatsink.

. During a heat pulse, the melting volume fraction increases gradu-

ally. After the deactivation of the heat pulse, the melting volume
fraction continues to increase to reach a maximum level, and then, it
gradually decreases during the solidification process.

. During the heat pulse, the temperature of the element elevates

sharply and then remains constant. After the heat pulse duration,
the temperature of the element again drops toward the steady-state
temperature of the heatsink. In the case of low pulse power or
moderate pulse power, in which there is a notable amount of re-
sidual solid PCM in the heatsink, and hence, the temperature of the
element declines sharply after the deactivation of the heat pulse. To
the initial steady-state temperature. However, in the case of a high
power pulse, most of the heatsink is molten, and hence, there is not
enough solid PCM to compensate for the sensible heat of the molten
PCM. Consequently, the temperature of the element drops to the
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initial steady-temperature but with some delay.

. The solidification starts from the top of the heatsink in a stratified
form and then extends to the adiabatic right-wall of the enclosure. In
some cases, a simultaneous melting and solidification process was
observed that tends to shift the location of solid regions from the
bottom right corner of the heatsink to the top of the heatsink during
the solidification process.

. The presence of PCM heatsink enhances the heat transfer and re-
duces the temperature of the element. Generally, utilizing a PCM-
metal foam heatsink results in an efficiency higher than unity, which
confirms the advantage of the heatsink in thermal management of
the heated surface. As the pulse power rises, the efficiency of the
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heatsink grows gradually during the pulse. The heatsink efficiency
raises of 1.75 and 2.5 by the increase of y from 3 to 5.

The observed heatsink efficiency was higher than unity bout lower
than 2.5. Although a heatsink efficiency higher than two can be rea-
sonable to be used, heatsink efficiencies much higher than two are of
interest. Hence, a further decrease of PCM-metal foam thermal resistance
is of interest. From the phase change behavior of the PCM-metal foam, it
is evident that the location of the cooling wall and the hot element can
change the behavior of the heatsink. Thus, analysis of the effect of
cooling and heating locations such as cooling or heating from the bottom
or corner of the heatsink can be subject to future researches.
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